Algunos apuntes de Estadistica de 4° (nivel avanzado)

Coeficiente de correlacion lineal

El coeficiente de correlacion lineal es el cociente entre la covarianzay el producto de las desviaciones
tipicas de ambas variables.

El coeficiente de correlacion lineal se expresa mediante la letra r.

r= s

0,0,

Propiedades

1. El coeficiente de correlacion no varia al hacerlo la escala de medicién.
Es decir, si expresamos la altura en metros o en centimetros el coeficiente de correlacién no varia.
2. El signo del coeficiente de correlacion es el mismo que el de la covarianza.
Si la covarianza es positiva, la correlacion es directa.
Si la covarianza es negativa, la correlacion es inversa.
Si la covarianza es nula, no existe correlacion.
3. El coeficiente de correlacion lineales un niimero real comprendido entre -1y 1.
-1<r<1

4. Si el coeficiente de correlacion lineal toma valores cercanos a —1 la correlacién es fuerte e inversa,
y sera tanto mas fuerte cuanto mds se aproxime ra —1.

5. Si el coeficiente de correlacion lineal toma valores cercanos a 1 la correlacién es fuerte y directa, y
sera tanto mas fuerte cuanto mas se aproximera 1.

6. Si el coeficiente de correlacion lineal toma valores cercanos a 0, la correlacion es débil.

7.Sir=106 -1, los puntos de la nube estan sobre la recta creciente o decreciente. Entre ambas variables
hay dependencia funcional.

Ejemplos

Las notas de 12 alumnos de una clase en Matematicas y Fisica son las siguientes:

Matematicas Fisica

2 1
3 3
4 2
4 4
5 4
6 4
6 6
7 4
7 6
8 7
10 9
10 10



Hallar elcoeficiente de correlacidonde la distribucidén e interpretarlo.

X Y% XY x;? y;2
2 1 2 4 1
3 3 9 9 9
4 2 8 16 4
4 4 16 16 16
5 4 20 25 16
6 4 24 36 16
6 6 36 36 36
7 4 28 49 16
7 6 42 49 36
8 7 56 64 49
10 9 90 100 81
10 10 100 100 100
72 60 431 504 380

1° Hallamos las medias aritméticas.

_ 60 _ .
12

1z
2° Calculamos la covarianza.

o =ﬂ—6-5=5.92
*” 12

3° Calculamos las desviaciones tipicas.

_ 504 ., _ 1380 _ o5
o, = |'12 6 = 2.45 o, = |'12 25=2.58

4° Aplicamos la formula delcoeficiente de correlacion lineal.

5,92

=525 358 077

Al ser el coeficiente de correlacion positivo, la correlacidén es directa.

Como el coeficiente de correlacién estd muy préximo a 1 la correlaciéon es muy fuerte.

Los valores de dos variables X e Y se distribuyen segun la tabla siguiente:

Y/X |0 2 4
1 2 1 3
2 1 4 2
3 2 5 0

Determinar el coeficiente de correlacion.

Convertimos la tabla de doble entrada en tabla simple.

x v oxf o ox* g wh v Xy &
0 1 2 0 0 2 2 0
0o 2 1 0 0 2 4 0
0o 3 2 0 0 6 18 0
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2 1 1 2 4 1 1 2
2 2 4 8 16 8 16 16
2 3 5 10 20 15 45 30
4 1 3 12 48 3 3 12
4 2 2 8 32 4 8 16
20 40 120 41 97 76
=20 _5 §=ﬂ=2.05
20 20
o120 -2 5 67 =22 _2.05% =065
F 20 ! 20
o, =+2=141 o, = 0.65=-0.81
o = E—E 205 =-03
w20
-0.3
Fre ————— =-0.26
1.41-0.81
Al ser el coeficiente de correlacidon negativo, la correlacién es inversa.
Como el coeficiente de correlacién estd muy préximo a 0 la correlacién es muy débil.
Covarianza
La covarianza de una variable bidimensional es la media aritmética de los productos de las desviaciones
de cada una de las variables respecto a sus medias respectivas.
La covarianza se representa por Sxy © Oxy" ( fi representa la frecuencia absoluta de orden i ).
ZF:(X: - E)(l':-"l - E)
T =
i M
Z 1::><:'fl"': -
Oy = = Xy
La covarianza indica el sentido de la correlacion entre las variables
Si Oy > 0 la correlacion es directa.
Si Oyy < 0 la correlacion es inversa.
La covarianza presenta como inconveniente, el hecho de que su valor depende de la escala elegida para
los ejes.
Es decir, la covarianza variara si expresamos la altura en metros o en centimetros. También variara si el
dinero lo expresamos en euros o en dolares.
Ejemplos

Las notas de 12 alumnos de una clase en Matematicas y Fisica son las siguientes:

Matematicas Fisica

2 1
3 3
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Hallar la covarianza de la distribucién.

=<

X" Yi
2
9
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16
20
24
36
28
42
56
90

10 10 100

72 60 431

Después de tabular los datos hallamos las medias aritméticas:
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Los valores de dos variables X e Y se distribuyen segun la tabla siguiente:

Y/X 0 2 4
1 2 1 3
2 1 4 2
3 2 5 0

Hallar la covarianza de la distribucién.

En primer lugar convertimos la tabla de doble entrada en tabla simple y calculamos las medias

aritméticas.
Xi yl fl Xl ’ fi yl fl Xi ’ yi ’ fi
0 1 2 0 2 0
0 2 1 0 2 0
0 3 2 0 6 0
2 1 1 2 1 2
2 2 4 8 8 16
2 3 5 10 15 30
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4 2 2 8 4 16
20 40 41 76
x=20_ §=—1=2.05
20 0
6 =% _2.205-_-03
" 20

Recta de regresion

La recta de regresion es la que mejor se ajusta a la nube de puntos.

La recta de regresion pasa por el punto (x, "-") llamado centro de gravedad.

Recta de regresion de Y sobre X

La recta de regresion de Y sobre X se utiliza para estimar los valores de la Y a partir de los de la X.

La pendiente de la recta es el cociente entre la covarianza y la varianza de la variable X.

v-7-23x-3]

ks

Recta de regresion de X sobre Y

La recta de regresion de X sobre Y se utiliza para estimar los valores de la X a partir de los dela Y.

La pendiente de la recta es el cociente entre la covarianza y la varianza de la variable Y.

o

x=%= 2y -7)
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Si la correlacion es nula, r = 0, las rectas de regresion son perpendiculares entre si, y sus ecuaciones son:
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Ejemplos
Las notas de 12 alumnos de una clase en Matematicas y Fisica son las siguientes:

Matematicas Fisica
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10 9
10 10
Hallar las rectas de regresion y representarlas.

X YN XY x;? yio
2 1 2 4 1
3 3 9 9 9
4 2 ] 16 4
4 4 16 16 16
5 4 20 25 16
6 4 24 36 16
6 6 36 36 36
7 4 28 49 16
7 6 42 49 36
8 7 56 64 49
10 9 90 100 81
10 10 100 100 100
72 60 431 504 380

1° Hallamos las medias ariméticas.
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2° Calculamos la covarianza.

o =ﬂ—6-5=5.92
*” 12

3° Calculamos las varianzas.

ubﬁ—a%a U2=@—25=6.66
g 12 y 12

4° Recta de regresion de Y sobre X.

y—S:%(x—E) Y= 0,987x - 0922

4° Recta de regresion de X sobre Y.

_5.92

=" -5 w=0.889 +1.558
5.55” ) ¥
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X = 0.889y + 1.556

¥y=0987% -0.992
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